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PAPER

Performance of Handovers between NEMO and Mobile Ad Hoc
Networks Using Buffering

Jirawat THAENTHONG†a), Student Member and Steven GORDON†b), Member

SUMMARY A MANEMO node is an IP-based mobile node that has
interface attachments to both a mobile network, using Network Mobility
(NEMO), and a Mobile Ad Hoc Network (MANET). While communicat-
ing with a correspondent node in the Internet, the MANEMO node should
use the best possible path. Therefore, as conditions change, a handover
between NEMO and MANET is desirable. This paper describes the op-
eration of a MANEMO handover when IEEE 802.11 is used. An analyt-
ical model illustrates that packet loss during a MANEMO handover may
severely affect data and real-time applications. We therefore propose using
buffering during the handover, by making use of the Power Save Mode in
IEEE 802.11. In the proposed algorithm, a MANEMO node may rapidly
switch between the two interfaces, eventually receiving packets delivered
via the old network interface while initiating the Mobile IP/NEMO han-
dover on the new interface. Performance results show that packet loss can
be significantly reduced, with small and acceptable increases in signalling
overhead and end-to-end delay.
key words: network mobility (NEMO), mobile ad hoc network (MANET),
handover performance, IEEE 802.11 wireless LAN, power save mode,
buffering, Mobile IP

1. Introduction

MANEMO[1], [2] refers to a network that integrates a mo-
bile network with a mobile ad hoc network (MANET). The
mobile network consists of a set of mobile hosts and (at
least) one mobile router (MR), where the MR manages the
mobility of all nodes using IETF’s Network Mobility proto-
col [3]. Thus the NEMO mobile network is infrastructure-
based. A MANET however is normally infrastructure-less
and unstructured. Mobile nodes form a network amongst
themselves, often using multi-hopping to allow communi-
cation between pairs of hosts. Hence MANET hosts also
act as routers, although they may use a routing protocol and
forwarding mechanisms distinct from typical IP routers. A
MANET may have one or more gateways to the Internet:
nodes that participate in MANET routing, as well as IP rout-
ing.

A MANEMO network is formed when a node in the
NEMO/MANET also participates in the MANET/NEMO
mobile network. This MANEMO node (MN) can gain In-
ternet access via the infrastructure-based NEMO point of
attachment and/or via the unstructured MANET point of at-
tachment. Allowing multiple, independent paths for Inter-
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net access can be beneficial for vehicular networking, per-
sonal/body area networks, emergency services and military
networks. As network conditions change, the MN may han-
dover between the NEMO path and MANET path in order
to obtain best possible service.

Several research challenges arise in MANEMO. For
example, the MANEMO node must be able to discover the
MANET and NEMO gateways. Once discovered, criteria
and algorithms for selecting the MANET or NEMO inter-
face are needed. A significant problem of using NEMO, es-
pecially with nested MRs, is sub-optimal routes. Research
on route-optimization for MANEMO is ongoing [6], [7], as
well as using MANETs as a backup in event of NEMO in-
frastructure failure [8]. Finally, methods for minimising net-
work service disruption (handover delay, packet loss) are
needed. This is the problem addressed in our research.

In many cases a MANEMO node will have only one
wireless egress interface (to minimise cost and power con-
sumption). If the MANET and NEMO interface uses differ-
ent technologies or frequencies, then the MANEMO node
can only communicate on one interface at a time. Hence
during handover significant packet loss and handover delay
can occur, to a level that is unacceptable for real-time com-
munications such as voice calls [9].

The contribution of this paper is a scheme to reduce
packet loss in MANEMO handovers by buffering IEEE
802.11 wireless LAN frames arriving from uplink nodes.
Although buffering is a well-known approach for Mobile
IP handovers, we propose the use of existing IEEE 802.11
mechanisms to allow buffering to occur on both the MANET
and NEMO interface. Our algorithm uses IEEE 802.11
Power Saving Mode frames, which has been used by [10]
for buffering between two APs. We extend this to work be-
tween an access point (NEMO) and ad hoc mode (MANET).
We analyse the scheme to show the conditions when our
optimised handover scheme provides acceptable packet loss
and delay for voice communications.

The remainder of the paper is organised as follows.
Section 2 explains the concept of handover in MANEMO.
Section 3 summarises the related work. Section 4 de-
scribes the design of our optimised MANEMO handover us-
ing power saving mode. In Sect. 5 the signalling overhead,
buffer size, buffer delay, and packet loss are derived. Sec-
tion 6 gives numerical results to illustrate the advantages of
the optimised handover algorithm, and Sect. 7 concludes the
paper.

Copyright c© 2011 The Institute of Electronics, Information and Communication Engineers
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2. MANEMO Handover

This section explains the assumptions and technologies used
in performing MANEMO handovers. Figure 1 is an ex-
ample network representative of the general scenario under
consideration.

2.1 NEMO

A Mobile Router (MR) performs mobility management
(similar to Mobile IP) on behalf of its attached nodes. The
attached nodes may be: Local Fixed Node (LFN), a fixed
host and permanently attached to the MR; Local Mobile
Node (LMN), a mobile node currently in its home network;
and a Visiting Mobile Node (VMN), a mobile node currently
visiting a foreign network. The LMN and VMN run Mobile
IP to allow them to move between networks; both nodes
have a Home Agent (HA), as does a MR. In NEMO, as in
Mobile IP, a HA records the current location of the mobile
node/network and forwards packets to/from it to a Corre-
spondent Node (CN). In NEMO it is the MR that informs
the HA of the mobile networks location using a Binding
Update. As in the example in Fig. 1, a mobile network may
be nested within another, referred to as nested NEMO. The
nested depth in the example is two: there is one mobile net-
work nested in another. The top-most NEMO network ac-
cesses the Internet via a NEMO gateway (an access router).

2.2 Internet-Connected MANET

The MANET comprises a set of mobile nodes running a
MANET routing protocol (e.g. AODV, OLSR). At least one
of these nodes, the MANET Gateway, also has a connection
to the Internet that is offered for other nodes to use. For ad-
dressing, MANET nodes can be assigned IP addresses with
a common prefix. Mechanisms such as IPv6 stateless au-
toconfiguration can achieve this. However we assume that

Fig. 1 A scenario of MANEMO handover.

some of the MANET nodes may be roaming from other net-
works, i.e. they have a home IP address that they should
be reachable via. In this case the address assigned in the
MANET is a Care-of-Address (CoA), and Mobile IPv6 is
used for the node to update the binding of CoA to home IP
at its Home Agent. By using Mobile IPv6, packets sent by a
corresondent node (CN) on the Internet to the home IP of a
MANET node will be forwarded by the HA to the MANET
Gateway, and then delivered across the MANET to the des-
tination MANET node. Several researchers have proposed
this approach for providing Internet connectivity to MANET
nodes [11]–[13].

2.3 MANEMO and Handovers

Now consider a mobile node that is a VMN in a mobile net-
work, while also having a point of attachment to a MANET.
This MANEMO node has two paths to the Internet: one via
the NEMO point of attachment and another via the MANET
point of attachment. Assume the MANEMO node has two
IP interfaces (Sect. 2.4 discusses how this is achieved), re-
ferred to as the NEMO interface and the MANET inter-
face. On the NEMO interface the MANEMO node has an
IP address within the mobile network, while on the MANET
interface it has a different IP address obtained from the
MANET address configuration mechanism.

A MANEMO handover involves the MANEMO node
changing its IP network attachment between the MANET
and NEMO interfaces. Assuming the MANEMO node is
currently using the NEMO interface, the black line illus-
trates the path of packets to/from the CN. NEMO requires
all packets to be routed via the MR’s HA, and in this exam-
ple with nested NEMO the packets pass via HA1 and HA2
(and also route via MANEMO HA). If the MANET inter-
face was used, the MANEMO node only routes packets via
its Mobile IP HA, as shown via the gray line.

Lets assume a MANEMO node decides to handover
(the decision to handover is not considered here but may be
based on measurements of each networks capabilities). A
MANEMO handover involves the MANEMO node obtain-
ing a new CoA (on either NEMO or MANET interface) and
informing its HA to change the destination address for rout-
ing packets from/to CN. This process can be divided into
four steps [9]:

1. Establish layer 2 connectivity. Assuming IEEE 802.11
is used for both interfaces, in a handover to NEMO,
the MANEMO node must associate with 802.11 Ac-
cess Point (AP) in the MR. In a handover to MANET, a
802.11 ad-hoc connection must be made with a neigh-
bour node.

2. MANEMO node obtains a global IP address (care-of-
address) from the MR or MANET Gateway.

3. MANEMO node establishes an IPsec security associ-
ation with its HA (IPsec Association Request, IPsec
Association Reply and IPsec Authentication Request,
IPsec Authentication Reply).
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4. MANEMO node informs its HA of its new CoA using a
Mobile IP Binding Update procedure (Binding Update
and Binding Acknowledgment).

If a MANEMO node is to have regular handovers be-
tween NEMO interface and MANET interface, then signif-
icant time and signalling would be used to complete the
above steps each handover. At minimum, if CoA’s have
already been obtained, the MANEMO node must perform
security association and Binding Update with the HA each
handover. To avoid packet losses when this procedure takes
place, we propose using buffering. Alternative approaches
are discussed in Sect. 3.

2.4 Packet Loss and Buffering in MANEMO Handover

If a MANEMO node has a single IEEE 802.11 physical
wireless interface, then a MANEMO handover involves
disconnecting from the old network interface (and subse-
quently losing packets) while performing the four handover
steps on the new network interface. In [9] it is shown that
significant packet loss may occur during a MANEMO han-
dover, disrupting real-time applications as well as file trans-
fers. Having a second physical wireless interface would im-
prove the handover performance, however in some cases this
is not possible due to cost and power savings necessary in
a MANEMO node. Note that in a MANET, even though
nodes act as routers, they typically use a single wireless in-
terface; using two separate interfaces introduces significant
complexity, such as frequency management. As we con-
sider the MANEMO node to be a host, as opposed to a MR,
in this paper we assume only a single physical wireless in-
terface is available. Therefore, to minimise the packet loss
during a MANEMO handover, the MANEMO node should
inform its neighbour node or AP on the old network inter-
face to buffer incoming frames while the MANEMO node
initiates the handover in the new network interface. Later
the MANEMO node can retrieve the buffered frames. Using
buffering, packet loss can be reduced (possibly eliminated),
at the expense of increase delay and signalling overhead.

2.5 Power Saving Mode Operation

IEEE 802.11 wireless nodes support Power Saving Mode
(PSM), where a node can tell its neighbour (or AP) about its
intention to sleep for a period of sleep time, during which the
neighbour buffers frames until the sleeping node awakens.
Figure 2 shows the procedures for using PSM when MN is
in (a) ad-hoc mode and (b) infrastructure (AP) mode.

When using ad-hoc mode (Fig. 2(a)), when MN has no
packet to send, it can send a beacon frame (with PM bit
set to 1, and ATIM window is not zero) to tell its neighbor
node it wants to sleep and allow the neighbor node to buffer
incoming frames. The ATIM window interval defines the
time that MN will wait for an Announcement Traffic Indi-
cation Message (ATIM) frame from its neighbor node if it
has buffered frames. After ATIM window interval MN en-
ters sleep mode. At the next interval MN must wake up to

Fig. 2 Power saving mode operation in IEEE 802.11 WLAN (a) ad-hoc
mode (b) infrastructure mode.

listen for Beacon frame (with ATIM window) and an An-
nouncement Traffic Indication Message (ATIM) frame from
the neighbor. If it receives an ATIM frame, it will reply
with an Acknowledgment (ACK) frame, then buffered Data
frames can be received. The MN can sleep again after the
next ATIM window.

When using infrastructure mode (Fig. 2(b)), the MN
can enter to sleep mode by re-associating with its AP (where
PM = 1 and ListenInterval is set to the number beacon in-
tervals to sleep in the Re-Association Request frame). In
Fig. 2, ListenInterval is set to 1. The MN can sleep at most
ListenInterval beacon intervals. At the next interval MN
must wake up to listen for beacon with T IM. If MN re-
ceives a beacon with T IM and MN’s ID in T IM identifies
the MN has buffered frames, it has to send a PS-Poll frame
to request each buffered frame. The AP sends a Data frame
back to MN, then MN reply ACK back to AP. This contin-
ues until the AP sends a data frame with MoreData bit field
set to 0 that means no more buffer frames at AP. When MN
finish receiving Data frames, it can enter sleep mode again
at next interval.

Although PSM is available in IEEE 802.11 wireless
LANs, there are several issues in its usage, including:
PSM is designed only for one link (works for only one
AP/neighbour node); synchronisation of clocks between
participating nodes is necessary; and there is an overhead
of switching between modes. After reviewing related work,
in Sect. 4 we propose taking advantage of PSM to assist a
MANEMO handover.

3. Related Work

Handover procedures can be classified as either layer 2 (e.g.
between IEEE 802.11 APs) or layer 3 (e.g. using Mobile
IP). In this paper we focus on layer 3 handover with using
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Mobile IP, in particular when a mobile node or router can
attach to two different IP networks.

3.1 Handovers with Mobile IPv6

Mobile IPv6 allows for session continuity for mobile nodes
handing over between networks. However the delay for
a handover (including Binding Update) can be significant
and has led to efforts to reduce handover delay and packet
loss. Mobile IPv6 Fast Handovers (FMIPv6) [14] is de-
signed to reduce handover latency by using layer 2 triggers.
For example, when a mobile node is still present at the cur-
rent link, it may discover available access points using link-
layer-specific mechanisms. This indicates that the mobile
node will be likely to perform a layer 2 handover soon, al-
lowing the mobile node to complete some IP handover pro-
cedures prior to layer 2 handover. The drawback of FMIPv6
in MANEMO is relying on layer 2 triggers and requiring
communication between the NEMO MR and MANET gate-
way, which would be difficult to acheive in many networks.

Hierarchical Mobile IPv6 (HMIPv6) [15] introduces a
Mobility Anchor Point so that when a mobile node han-
dovers within a domain, the Binding Update is performed
with the MAP, instead of HA. HMIPv6 can reduce packet
loss, but relies on additional network infrastructure. In ad-
dition for MANEMO, having a MAP common for both the
NEMO and MANET is unlikely.

Multiple Care-of-Address (MCoA) extensions to Mo-
bile IPv6 [16] allow a mobile node to register more than
one CoA at its HA. This is beneficial for fault tolerance,
policy-based routing and sending traffic over two (or more)
paths simultaneously. In resource constrained MANETs and
wireless networks, the latter will result in significant net-
work overhead and is not considered in our research. Us-
ing MCoA to allow fast switching between the paths used
(MANET or NEMO) is desirable, but in many cases will not
offer a benefit in our MANEMO scenario. We assume the
MANEMO node knows the best path (MANET or NEMO),
and therefore must inform the HA which one to use in a han-
dover. Hence even with MCoA a Binding Update is needed.
In this paper we therefore assume MCoA is not used.

3.2 Handover in MANET

A handover in a MANET involves a MANET node chang-
ing its IP subnet, normally by changing the gateway it
uses to connect to the Internet. [5] presents the challenges
and surveys possible solutions for MANET handovers (or
MANET/Internet integration). Gateway discovery, neces-
sary before a handover, can be performed using proac-
tive, reactive or hybrid algorithms. [5] (and the references
within) compare the tradeoffs between these approaches:
proactive offers easy detection of roaming, reactive has low
routing overhead and prompt handoffs, while hybrid ap-
proaches reduce the overheads by scoping the flooding of
advertisements. Other issues covered in [5], but outside of
the scope of our work, are interoperability of MANET and

Internet routing protocols, as well as security of integration.
[17] proposed a gateway selection scheme for MANET

and infrastructure network integration (e.g. cellular network,
Internet) by using multiple metrics. Several architectures for
supporting mobility between a MANET and Internet have
been proposed, e.g. [11]–[13]. These focus on new features
for the gateways to support the handover, as well as gateway
selection and IP address allocation mechanisms. Handovers
are between gateways supporting only MANET/Internet in-
tegration. In our work we focus on handovers between a
MANET gateway and NEMO mobile router.

3.3 Handover in NEMO

Handover in NEMO occurs when a mobile network (i.e. a
Mobile Router) changes from an old to new access router.
The NEMO Basic Support Protocol [3] is used to send Bind-
ing Updates to the HA, informing it of the new access router.
With potentially multiple HAs to forward the Binding Up-
dates via, delays and packet loss can be significant in NEMO
handovers.

NEMO route optimization (RO) aims to reduce delay
and packet loss by ensuring the HA is on or close to the nor-
mal routing path between CN and MR. Several techniques
for NEMO RO are available [18], such as delegation, hierar-
chical and source routing. [19] proposed simple prefix dele-
gation. A prefix can be aggregated at the prefix of a foreign
network and is hierarchically delegated to the MRs. MRs
advertise the delegated prefix inside its own network. All
mobile nodes that used same aggregated prefix can forward
packets within network based on prefix of packets’ destina-
tion address, avoiding routing via HAs. [20] proposed the
method for using ad-hoc routing protocols for route opti-
mization in nested NEMO. This allows all nodes within the
nested NEMO to route packets directly, rather than via mu-
tiple HAs. Although there are several proposed solutions for
NEMO RO, there are no agreed upon standard. In this paper
we design a scheme assuming route optimisation is not used
(although we also illustrate that the proposed scheme may
be suitable in the presence of RO as well).

[21] proposed extending Route Advertisements to con-
vey address information from the Top Level of Mobile
Router (TLMR) to each mobile router in nested NEMO.
This allows each MR to use a common prefix, thereby al-
lowing packets from mobile to bypass the MR’s HAs. The
drawback of this method is that it requires extra communi-
cation between CN, HA, TLMR and MR.

[22] proposes a multihoming-based seamless handover
scheme using a MR with dual egress interfaces for wire-
less train networks. This scheme allows the train’s MR to
use one egress interface for handover while an old attached
egress interface continuously receive incoming packets. It
provides no service disruption and packet loss. However,
the proposed solution is only designed for cases where two
MR egress interfaces are available.

[23] proposed a Multiple Mobile Router Management
(MMRM) system using multiple MR in a mobile network to
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support Internet connection for their members. Each mobile
router has only one egress interface. Overall bandwidth for
the nodes in the mobile network are increased. However, the
benefit comes with increased cost of handover (e.g. signal-
ing overhead) and required modifications on MRs and HA.

[24] developed a Cooperative Mobile Router-based
Handover (CoMoRoHo) scheme for vehicular networks. As
MR performs a handover, another nearby AR in the old ac-
cess network receives its packets and forwards to the MR
performing the handover, thereby reducing packet loss. Al-
though our proposal is similar in concept to CoMoRoHo
(having a neighbour node buffer packets), this scheme is
specific to NEMO handovers, and does not consider how
the buffering can be performed in a MANEMO using IEEE
802.11.

3.4 Handover in MANEMO

The concept of MANEMO is described in [1]. Several
examples of applying MANEMO in vehicular networks
[6], [25], [26] and emergency services communications [27]
have been presented. A particular benefit of MANEMO
arises when the MANET path can be used instead of the
highly sub-optimal NEMO path, i.e. route optimization [6].
Handovers in MANEMO exhibit similar challenges to han-
dovers in MANETs and NEMO, e.g. high delay of Bind-
ing Updates, knowing when to handover. There have been
few researchers that have address handover specifically in
MANEMO. Our previous work [9] quantifies the handover
time and packet loss for a MANEMO handover assuming
a single physical egress interface and multiple virtual inter-
faces. It shows that the number of NEMO MRs is a signif-
icant factor in handover delay. No solutions for minimising
the handover delay are presented.

A key difference between MANEMO handovers and
pure NEMO (or MANET) handovers is the two different ac-
cess techniques used. Specifically, assuming wireless LAN,
the MANEMO node switches between infrastructure mode
(NEMO) and ad-hoc mode (MANET). In a pure NEMO
handover, the MR switches between two APs both using
infrastructure-mode. Efficiently utilising both ad-hoc- and
infrastructure-modes is key to minimising handover delay
in MANEMO.

Although not specifically addressing MANEMO han-
dovers, a number of researchers have described how a single
IEEE 802.11 wireless LAN card can switch between ad-hoc
and infrastructure mode. [28] presents an architecture that
allows switching between modes by introducing new frames
for a node to inform the AP/neighbour that a switch is about
to occur. The AP/neighbour keeps state information about
the node. An alternative technique is to use Power Save
Mode (PSM), which is part of the IEEE 802.11 standard.
The idea is that the node uses PSM to inform one interface
(ad-hoc or infrastructure) that will sleep for a period. How-
ever instead of entering a power save state, the wireless card
switches to the other interface to transmit/receive data. The
card alternates between the two interfaces. [10] proposes

MutiNet, driver software for controlling the wireless card
using PSM. Similarly, [29] also uses PSM and introduces
techniques for QoS negotiation between nodes, so the wire-
less card can better select which interface to use.

4. Proposed Handover Scheme

We propose an algorithm for using IEEE 802.11 PSM to
implement buffering in MANEMO handovers. Using PSM,
the MANEMO node informs its neighbour node on the old
network to buffer incoming frames. Then, assuming the
MANEMO node has a single physical wireless interface
that can be virtualized, instead of sleeping the MANEMO
uses the alternate virtual wireless interface to initiate a han-
dover on the new network. It is important to note that the
MANEMO node, although using PSM, does not enter a
sleep state. That is, PSM is not used to save power but to
allow two virtual wireless interface. This approach has been
used in different operating systems [10], [30]. With the pro-
posed algorithm, a MANEMO node can perform a handover
with minimal packet loss.

4.1 Assumptions and Scope

In the design and analysis of the MANEMO handover algo-
rithm, a number of assumptions are made. The MANEMO
node, MANET nodes and the ingress interface of the MR
use IEEE 802.11 wireless LAN (no specific physical layer is
assumed). The MANET nodes (including MANEMO when
using MANET interface) use IEEE 802.11 ad-hoc mode.
The MR and MANEMO node when using NEMO inter-
face use IEEE 802.11 infrastructure mode, i.e. the MR is
an access point. The MANEMO node can quickly switch
between the ad-hoc and infrastructure interface (switching
times less then a 1 ms, down to a few microseconds have
been report [10], [31], [32]). PSM is supported on all nodes.
The assumption of IEEE 802.11 is reasonable, as it is not
only available in end-user devices, but also likely to be sup-
ported in vehicles.

It is assumed some coordination between the MANET
and NEMO networks is available. Firstly, both networks use
two different, non-overlapping frequency channels. With-
out non-overlapping channels, transmissions on the new net-
work may interfere with those in the old network. The
handover may still work in this case, but our analysis in
Sect. 5 does not consider the effects of interference. Sec-
ondly, clocks across all wireless nodes involved in the han-
dover are synchronized. This is necessary to allow the sleep
intervals in the PSM frames to be aligned on MANET and
NEMO. Synchronization is possible if all nodes have exter-
nal timing sources, e.g. GPS. Alternatively, nodes can use
their own coordination protocol. [33] developed a synchro-
nization protocol giving a mobile node higher priority in
sending timing information, allowing for neighbour nodes
to collect timing information and synchronize to the fastest
clock by self-correcting its timer periodically. A final as-
sumption is the beacon interval used in NEMO is the same
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as the Target Beacon Interval used in the MANET. Coordi-
nation of these timing intervals could be performed during
network operation.

The solution presented in this paper assumes IEEE
802.11 frames and protocol mechanisms cannot be modi-
fied. It is possible the handover algorithm could be opti-
mized by, for example changing frame formats, but at the
expense of compatibility.

Our analysis of MANEMO handover focusses only on
the procedure once a MANEMO node decides to handover.
The methods for making the decision are outside of the
scope of this paper. It is also assumed that at the time the
handover begins, the MANEMO node has already associ-
ated with the MR. That is, wireless link connectivity does
not need to be established.

4.2 MANEMO Handover Algorithm Using PSM

Our handover algorithm has been designed for handovers in
both direction: from NEMO to MANET and from MANET
to NEMO. Due to lack of space, we describe only NEMO to
MANET in depth, and then briefly state the key differences
when handing over in the opposite direction.

MANEMO node first informs the MANET neighbour
node it wants to sleep by sending a Beacon frame with PM
bit set to 1 and ATIM Window field indicating how long it
is prepared to wait for a ATIM frame (in this case it can
be short, as there should be ATIM frame to be received).
Instead of sleeping, the MANEMO node switches to the
NEMO interface and immediately initiates a handover (i.e.
sending IPsec packet).

Depending on the delay to the HA, the IPsec/NEMO
handover may not complete in a single beacon interval. Fig-
ure 3 shows an example where the IPsec exchange com-
pletes in the first beacon interval, but the Binding Update
is still remaining. As the MANEMO node must switch back
to the MANET interface at the end of the interval, it informs
the NEMO MR it will sleep by sending a Re-association
Request (with PM bit set to 1, Listen Interval of 1 beacon

Fig. 3 MANEMO Handover with PSM algorithm (Handover to NEMO).

period). Note that in IEEE 802.11 the duration a node can
sleep in infrastructure mode is defined by the Listen Inter-
val (as a multiple of beacon periods). A Listen Interval of
2 means the MANEMO node would sleep for 2 beacon pe-
riods, wake-up, and then sleep for 2 beacon periods and so
on. However in ad-hoc mode the MANEMO node can only
sleep for a single beacon period at a time. Therefore to co-
ordinate between MANET and NEMO, the Listen Interval
is always 1 in infrastructure mode.

The MANEMO node switches back to the old MANET
interface to receive any buffered frames from its neighbour.
A Beacon frame is received by the neighbour, with the
ATIM Window indicating the time the MANEMO node has
to request buffered frames. It does so by sending an ATIM
frame. Then the buffered Data frames are received. If the
MANEMO node has finished the handover the neighbour
can be informed to stop using PSM by setting PM bit to 0 in
the last ACK.

In general, the IPsec exchange may take several bea-
con intervals to complete, in which the above steps are re-
peated. Assuming the IPsec exchange is completed by time
T1, the MANEMO node switches to NEMO and then per-
forms the Binding Update. After the HA receives the Bind-
ing Update packet (at time T2), it will forward data packets
to the NEMO network. At the end of the beacon interval
(time T3), the MANEMO node switches to receive the last
batch of buffered frames on the MANET. Finally at time
T4 MANEMO node switches back to NEMO, receives re-
maining buffered frames (by sending PS-Poll frames), and
informs the MR to stop using PSM by setting the PM bit
to 0 in the final ACK frame. At time T5 the handover is
complete.

For the handover from NEMO to MANET the proce-
dure is similar, however to start the handover the MANEMO
node sends a Re-association Request (with PM bit = 1, Lis-
ten Interval = 1) to inform the MR it is entering sleep mode.

5. Performance Modelling

5.1 Performance Metrics and Notation

We consider a MANEMO handover where the MANEMO
node is a VMN with a real-time, constant bit rate (e.g. voice)
session with the CN. To evaluate the effectiveness of using
PSM to perform buffering in a MANEMO handover the per-
formance metrics are: packet loss (L packets) during the
handover; buffering delay (B seconds) experienced at neigh-
bour node (in MANET or NEMO); maximum size of the
buffer (S bytes) needed at neighbour; and end-to-end data
packet delay. Only data packets sent from CN to MANEMO
are considered. In addition, the cost of signalling overhead
(C bytes) is measured. It is generally understood that send-
ing packets in a wireless network (i.e. MANET, NEMO)
costs more than across a core network (in our work, the In-
ternet). Hence, to determine the cost associated with sig-
nalling overhead weight ωh is assigned to a transmission
across a single wireless (NEMO/MANET) hop and weight
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ωint for a transmission across the Internet.
Other notation used in the modelling include: DB

A rep-
resents the one-way delay between A and B, where ha is
a HA, gw is either MANET or NEMO gateway, mn is the
MANEMO node and ne is the MANET neighbour node; Dh

is the one-way delay across a single (MANET or NEMO)
wireless hop; hM and hN are the number of hops from
MANEMO node to MANET and NEMO gateways, respec-
tively (where hN is the nested depth of NEMO, ηd, plus one,
since the MANEMO node is 1 hop away from the lower
most MR); and P represents the size, in bytes, of a data
packet. The subscripts N and M refer to variables relevant
for the NEMO and MANET networks, respectively.

Although we assume no NEMO route optimization in
this paper, in Sect. 5.4 we present extensions of our model
that allow us to illustrate that our proposed scheme can be
of benefit if route optimization was used.

5.2 Analysis of MANEMO Handover without PSM

Sections 5.2.1 and 5.2.2 calculate the metrics of packet loss
and signalling overhead, respectively, in the case that PSM
is not used. As there is no buffering, the buffer size and
buffer delay are both 0.

5.2.1 Packet Loss

All packets transmitted by the correspondent node from the
time when the MANEMO node initiates the handover (i.e.
disconnects from the old network) until when the HA re-
ceives a Binding Update will be lost during a handover. In
addition, packets already in the path from HA to the old net-
work when the handover starts will be lost. With a constant
packet transmission rate of λ, the packet loss can be deter-
mined from the handover delay (up until the Binding Update
is received, that is, T2 in Fig. 3) and from the delay between
HA and MANEMO node, i.e. Dmn

ha .
For handover to NEMO, T2 depends on the nested

depth of NEMO (and hence HA’s) the 5 signalling messages
must pass via. Dmn

ha depends on the hops to MANET gate-
way. The packet loss, LN , can then be calculated as:

T2 = 5(hN Dh + ηdDha
ha + Dha

gw) (1)

Dmn
ha = Dha

gw + DhhM (2)

LN = λ(T2 + Dmn
ha ) (3)

The equation for loss during a handover to MANET is iden-
tical to (3) except T2 and Dmn

ha are calculated as:

T2 = 5(hMDh + Dha
gw) (4)

Dmn
ha = hN Dh + Dha

gw + Dha
haηd (5)

5.2.2 Signalling Overhead

For brevity, PIPsec is defined as the sum of the size of the four
IPsec related packets sent during a handover, i.e. the IKE Se-
curity Association initialisation/authentication request/reply

packets. Similarly, PMIP is the sum of the size of the Mobile
IP Binding Update and Binding Acknowledge packet.

In a handover without PSM buffering, all IPsec and
Mobile IP packets are sent once over both the wireless ac-
cess network and Internet. Hence the cost of signalling is:

CN = (ωhhN + ωint)(PIPsec + PMIP) (6)

CM = (ωhhM + ωint)(PIPsec + PMIP) (7)

5.3 Analysis of MANEMO Handover with PSM

The performance of using PSM for buffering depends on the
time it takes to complete the handover (i.e. send the IPsec
and binding messages to HA). For a fixed beacon interval, I,
a longer handover duration will result in switching between
the old and new network multiple times. The handover du-
ration depends on the round trip time of a handover message
from MANEMO node to HA, i.e. 2Dha

mn. To consider the ef-
fect of the handover duration we define ηI as the number of
intervals from when the handover is initiated until the first
batch of buffered frames on the new network are received
by the MANEMO node as shown in Fig. 4. By analysing
different cases of the round trip time relative to the beacon
interval I, ηI can be calculated as:

ηI =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f (
⌈
10Dha

mn

⌉
) if 2Dha

mn < I

f (
⌈
8Dha

mn

⌉
+
⌈
2Dha

mn

⌉
) if 2Dha

mn = I

2
⌈
4Dha

mn

⌉
+ f (
⌈
2Dha

mn

⌉
) if

⌈
4Dha

mn

⌉
is even

f (
⌈
8Dha

mn

⌉
+
⌈
Dha

mn

⌉
) otherwise

(8)

where f (x) = x + 2mod(x,2).
Similarly, if a round involves a beacon interval on the

new network followed by the old network, the number of

Fig. 4 MANEMO handover with PSM and ηR > 1. (a) Finish Binding
Update in the interval of new network, (b) Finish Binding Update in the
interval of old network.
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rounds before the Binding Update is received (at time T1 in
Fig. 3) is:

ηR = (ηI − 3)/2 (9)

To simplify the analysis in the following sections the
packets arriving during handover procedure can be grouped
based on four phases. Firstly, between the start and T1,
packets arrive at the old network; while the MANEMO
node is active on the new network, packets arriving will be
buffered. The number of buffered packets in the first phase,
N1 depends on the number of rounds:

N1 = ηR �2Iλ� (10)

In the second phase between T1 and T2 the Binding
Update arrives at the HA. In this beacon interval, assuming
the Binding Update arrives at the middle of the interval, N2

packets are buffered at the old network during this phase:

N2 = �Iλ/2� + 1 (11)

and N3 packets are received on the new network:

N3 =

⎧⎪⎪⎨⎪⎪⎩
0 if I/2 < Dmr

ha⌊
λ(I/2 − Dmr

ha )
⌋
+ 1 otherwise

(12)

Finally, in the fourth phase between T3 and T4, N4

packets are buffered on the new network during the last
interval that the MANEMO node collects buffered frames
from the old network:

N4 =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
�Iλ� if I/2 > Dmr

ha⌊
λ(3I/2 − Dmr

ha )
⌋

if 3I/2 > Dmr
ha

0 otherwise

(13)

5.3.1 Signalling Overhead

When using PSM for buffering, a MANEMO handover re-
quires the same IPsec and Mobile IP signalling as when
buffering is not used (i.e. CN). There is also additional
IEEE 802.11 frames sent. At the start of the handover
the MANEMO node must inform the neighbour node that
buffering is required by sending a special Beacon frame
(Beacon-TIM in infrastructure mode, Beacon-ATIM in ad-
hoc mode). On the infrastructure (NEMO) network, the
MANEMO must also re-associate with the AP. As the
handover may take multiple beacon intervals, the pro-
cess of informing the neighbour node about buffering must
be repeated. Finally on the NEMO network, a PS-Poll
frame must be sent for each buffered frame to be re-
ceived (although there is other power saving information
sent in frames, it is transferred in headers of DATA and
ACK frames, therefore contributing no additional over-
head). Hence the cost of signalling is:

C′N = CN + ωh(PBATIM (14)

+PReassocReq + PReassocRep

+(ηR + 1)(PBATIM + PATIM + PATIMAck))

C′M = CN + ωh(PBATIM (15)

+PReassocReq + PReassocRep

+(ηR + 1)PBTIM

+(ηR + 1)(�Iλ� + 1)PPSPoll)

5.3.2 Buffer Size

The maximum buffer size, S ′, that is necessary depends on
the number of packets that can be sent during a beacon in-
terval. In most cases a full interval (I) worth of packets must
be buffered. (in cases if a short handover it is slightly less.
For data packets containing Pdata bytes, the maximum buffer
sizes at the NEMO MR is:

S ′N =

⎧⎪⎪⎨⎪⎪⎩
Pdata(�Iλ�) if ηR = 0 and I > T2

Pdata(�Iλ� + 1) otherwise
(16)

Equation (16) also applies for the MANET neighbour, i.e.
S ′M = S ′N , and Dmr

ha = Dne
ha. Notice that S ′N occurs when

MANEMO node has handover to MANET, and S ′M occurs
when MANEMO node has handover to NEMO.

5.3.3 Buffering Delay

Considering the four different phases in the case of handover
to NEMO, the buffering delay of each individual packet,
Bpkti , can be calculated. In the first phase, in each round,
the first m = �Iλ� + 1 packets that arrive in a beacon inter-
val are buffered, while the remaining packets are not. While
MANEMO node is on the new network, the first packet that
arrives on the old network is buffered for the entire interval
(I), the second packet that arrives 1

λ
seconds later must be

buffered for I − 1
λ
, and so on. When the MANEMO node

switches to the old network, there is additional delay be-
fore the buffered packets can be received: the time to send
3 frames (Beacon, ATIM, ATIM-Ack) and the time for pre-
ceding buffered packets to be received and ACK. Hence:

Bpkti =

⎧⎪⎪⎨⎪⎪⎩
I − i−1

λ
+ Dh(3 + 2(i − 1)) i=1→ m

0 otherwise
(17)

There are ηR rounds in the first phase, therefore the total
buffering delay experienced by the N1 packets is:

B1 =

N1∑
i=1

Bpkti

= mηR

⎡⎢⎢⎢⎢⎢⎣2I + 6Dh + (m − 1)(2Dh − 1
λ
)

2

⎤⎥⎥⎥⎥⎥⎦ (18)

Equation (17) also applies in phase two where N2 pack-
ets are buffered resulting in a total buffer delay of:

B2 = N2

⎡⎢⎢⎢⎢⎢⎣2I + 6Dh + (N2 − 1)(2Dh − 1
λ
)

2

⎤⎥⎥⎥⎥⎥⎦ (19)

In phase three no packets are buffered because of new
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packets arrive while MN stays on new network and therefore
B3 = 0. In phase four the individual and total buffering delay
for the N4 packets is:

Bpkti =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

I − i−1
λ
+ Dh(2 + 3(i − 1)) if I

2 > Dmr
ha

3I
2 − i−1

λ
− Dmr

ha+

Dh(2 + 3(i − 1)) if 3I
2 > Dmr

ha

0 otherwise

(20)

B4 =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

N4

[
2I+Dh(1−3N4)+ 1

λ (1−N4)
2

]
if I

2 >Dmr
ha

N4

[
3I+Dh(1+3N4)+ 1

λ (1−N4)−2Dmr
ha

2

]
if 3I

2 >Dmr
ha

0 otherwise

(21)

From the above modeling of the number of packets
buffered, and the delay experienced by those packets, the
average buffer delay can be determined. Similar analysis is
applied for the case of handover to MANET.

5.3.4 Packet Loss

When buffering is used (with an infinite sized buffer) pack-
ets will be considered lost if their end-to-end delay is greater
than an acceptable delay, γ. The end-to-end delay, Dmn

cn , con-
sists of the path delay plus buffering delay. Hence packet i
is lost if:

Dha
cn + Dmn

ha + Bpkti > γ (22)

From Eq. (17) (and Eq. (20) for phase four), Bpkti is decreas-
ing as the packet number decreases. Therefore the first iγ
packets with delay greater than γ will be considered lost and
the remaining will be successfully received. iγ can be found
be by substituting Eq. (17) in Eq. (22) and re-arranging:

iγ =

⌊
tr − Dmn

cn − I − 3Dh

2Dh − (1/λ)
+ 1

⌋
(23)

In phase one there may be multiple rounds. In each
round packets may be buffered (and lost) on the new
(NEMO) network (lnew) or the old (MANET) network (lold),
resulting in the total packet loss of L1:

lnew =

⎧⎪⎪⎨⎪⎪⎩
⌊
min(iγ,m)

⌋
if iγ > 0

0 otherwise
(24)

lold =

⎧⎪⎪⎨⎪⎪⎩
�2Iλ� − �Iλ� + 1 if Dmn

cn > γ

0 otherwise
(25)

L1 = ηR ∗ (lnew + lold) (26)

Similar analysis is used for phase two and three:

L2 =

⎧⎪⎪⎨⎪⎪⎩
⌊
min(iγ,N2)

⌋
if iγ > 0

0 otherwise
(27)

L3 =

⎧⎪⎪⎨⎪⎪⎩
N3 if Dmn

cn > γ

0 otherwise
(28)

In phase four Eq. (20) is used for Bpkti , and therefore iγ

and L4 are calculated as:

iγ =

⌊
γ − Dmn

cn −I− 2Dh+Dmr
ha −Dne

ha

3Dh − (1/λ)
+1

⌋
(29)

L4 =

⎧⎪⎪⎨⎪⎪⎩
⌊
min(iγ,N4)

⌋
if iγ > 0

0 otherwise
(30)

Therefore the total number of packets lost during a han-
dover to NEMO is:

L′N = L1 + L2 + L3 + L4 (31)

A similar approach is used for a handover to MANET, ex-
cept the equations for Bpkti and Dmn

cn differ.

5.4 Impact of NEMO Route Optimization

Our scheme is designed for the case when NEMO route op-
timization is not available or used. However if it was used,
then in the best case packets between MANEMO and its HA
can be routed on their optimal path, rather than via HA’s
of MRs in the nested NEMO network. In our performance
model, this means both the time to send a Binding Update
on the NEMO path and the time to send packets from HA
to MANEMO are reduced. That is, Eqs. (1) and (5) are re-
placed with Eqs. (32) and (33), respectively.

T2 = 5(hN Dh + Dha
gw) (32)

Dmn
ha = hN Dh + Dha

gw (33)

6. Performance Results

This section presents a selection of results, obtained from
the mathematical analysis in the previous section, il-
lustrating the key performance trends when performing
MANEMO handovers. Unless otherwise stated the results
are from a scenario containing a NEMO network with 1 MR
(hN = 2), a 2-hop MANET and the CN sending based on
G.711 voice codec (λ = 50 pkt/s) with an acceptable de-
lay (γ) of 250 ms [34]. We assume the delay across a sin-
gle wireless hop (Dh) is 1 ms. Most IEEE 802.11 control
packets will take less than 1 ms when using CSMA/CA in a
lightly-loaded network. We assume the cost of transmission
in the wireless network is twice that of in the wired Inter-
net (ωh = 2, ωint = 1). The default IEEE 802.11 beacon
interval (I) is set to 100 ms. The delays Dha

gw and Dha
ha are

set to the same value as each other, ranging from 10 ms to
100 ms (based on measured data from [35] for North Amer-
ica backbone networks in June 2009). The results refer to
this value as Internet delay. Other values of the parameters
have been investigated (e.g. hN , hM, Dh, I), but the results
show that they have negligible impact on performance or
are have similar trends (e.g. handover to NEMO versus han-
dover to MANET), and hence are not shown.

Figure 5 shows the cost of signalling overhead incurred
for a handover to NEMO for varying values of Internet de-
lay. Without PSM, the cost is constant as the Internet de-
lay increases. A larger cost is incurred as the nested depth
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Fig. 5 Cost of signalling for handover to NEMO.

Fig. 6 Maximum buffer size needed at MR/Neighbour.

of NEMO increase as packets have to be sent across an
increased number of wireless hops. Introducing PSM in-
creases the cost of signalling. Also, the cost increases as
the Internet delay increases as the number of rounds nec-
essary to complete the handover increases (for each round,
wireless LAN beacon and poll messages must be sent). The
increased cost of signalling is acceptable in most cases, so
long as the number of nested MRs is limited. Also if there
are multiple MANEMO nodes performing a handover at the
same time, then the signalling overhead due to PSM may
reduce the capacity available for data transfer.

Using PSM introduces an additional requirement on
the MR/neighbour node in terms of buffer space. Figure 6
shows the maximum buffer space needed by both the MR
and neighbour node when different beacon intervals are
used. Firstly note that in most values of Internet delay the
maximum buffer size is constant. In addition, as the bea-
con interval increases the amount of buffer space needed in-
creases because packets must be buffered for an entire inter-
val. Although not shown, varying hop delay (Dh), nested
depth of NEMO (ηd) and number of MANET hops (hM)
has negligible impact on the size of the buffer needed. For
all analysed cases, the maximum buffer size is less than
4000 Bytes. It is reasonable to expect another IEEE 802.11
node has this amount of memory available to support buffer-
ing. Even for a MR that needs to serve multiple MANEMO
nodes, several KBytes of memory is normally available.

Figure 7 shows the average buffer delay for data pack-

Fig. 7 Average buffer delay for handover to NEMO.

Fig. 8 Packet loss (ratio with PSM to without) for handover to MANET.

Fig. 9 Packet loss (ratio with PSM to without) for handover to MANET,
with NEMO route optimization.

ets when PSM is used. When the MANEMO node is per-
forming the handover on the new network, packets arriving
on the old network are buffered. Similar to the buffer size,
the average buffer delay increases as the beacon interval in-
creases.

Without PSM, 100% of packets sent during the han-
dover period are lost. Using PSM reduces the packets lost,
at the expense of introducing a buffer delay. This additional
buffer delay adds to the end-to-end delay, and in some cases
results in packet loss (if the packets are received with delay
greater than that acceptable). Figures 8, 9 and 10 show the
packet loss for a handover to MANET, while Fig. 11 shows
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Fig. 10 Packet loss (% of all packets sent during handover) for handover
to MANET.

Fig. 11 Average end-to-end delay for handover to MANET.

the average end-to-end delay. The packet loss is shown in
two forms. The ratio in Fig. 8 compares the packets lost
when using PSM (L′N) versus not using PSM (LN). Figure 9
is similar, except considers the case when NEMO route opti-
mization is available. A lower value indicates better perfor-
mance for PSM; a value of 1 means there is no advantage of
using PSM compared to without. Figure 10 shows the per-
centage of packets lost out of all packets sent during a han-
dover when using PSM (without PSM is not shown — it will
always be 100%). The results are shown for the handover to
MANET as they are slightly worse (for PSM) compared to
a handover to NEMO.

Firstly, Fig. 8 illustrates that with the default beacon
interval of 100 ms PSM is beneficial (i.e. reduced packet
loss compared to without PSM) with Internet delay up to
100 ms. With larger beacon intervals, the benefits of PSM
are reduced, as even a small Internet delay (50 ms) results in
almost the same number of packets lost as when PSM is not
used.

Although in most cases we have assumed NEMO route
optimization is not used, comparing Fig. 8 (no RO) with
Fig. 9 (with RO) illustrates that if route optimization is
used, our proposed scheme still offers benefits. That is, the
packet loss is reduced by a combination of RO and buffer-
ing. Further research is needed to consider the detailed in-
teractions between specific RO mechanisms and buffering in

MANEMO.
Now consider Figs. 10 and 11. For small Internet delay

(relative to beacon interval), no packets are lost, as those re-
ceived during the handover are buffered and later transferred
to the MANEMO node. However as the Internet delay in-
creases, the RTT increases (with only small changes in the
buffer delay), increasing average end-to-end delay. Eventu-
ally, some packets start to be dropped when received by the
MANEMO node as the end-to-end delay is outside the ac-
ceptable limit (250 ms in all results). Hence the packet loss
starts to increase as Internet delay increases. The reason
for the average end-to-end delay going down at this point
is because packets with delays greater than 250 ms are not
counted. Hence it is important to view the packet loss and
delay results in tandem.

Note that the sawtooth nature of the results in Fig. 11
(and seen to a lesser extent in other results) is due to the
different behaviour depending on when the Binding Update
is received. As the Internet delay increases, the number of
rounds increase, as does the end-to-end delay. However if
the Binding Update is received in round r, then there is also
a difference in performance depending on whether the Bind-
ing Update is received at the HA when the MANEMO is
currently on the old network, or if it is on the new network.
This is also the reason why there is a drop in the average
buffer delay when the Internet delay is 0.02 in Fig. 7.

In summary, the performance model developed in
Sect. 5 allows us to evaluate the trade-offs in using PSM
to support MANEMO handover. The results in this section
show, for example, that using a default IEEE 802.11 beacon
interval of 100 ms, the benefits of PSM (reduced packet loss)
are significant with Internet delay less than 70 ms, leading to
minor increases in signalling overhead and acceptable end-
to-end delay.

7. Conclusions

In heterogeneous wireless networks, mobile nodes should
take advantage of the best path to the destination. In
MANEMO, a mobile node has at least two potential paths:
one via an infrastructure-based NEMO network and the
other via a MANET. A handover between the two networks
requires Mobile IP/NEMO signalling, introducing delays
that can severely degrade application performance. Assum-
ing the mobile MANEMO node can switch its layer 2 (IEEE
802.11) interface between the two networks, we have devel-
oped an analytical model that can evaluate the performance
of a MANEMO handover under different conditions. We
have also shown that buffering, a common technique for
handover optimisation in wireless networks, can be applied
using the IEEE 802.11 Power Saving Mode. By using PSM,
the packet loss can be reduced in MANEMO handovers,
with acceptable increases in signalling overhead and end-
to-end delay.

Our work has focussed on Mobile IP/NEMO for layer
3 mobility signalling. The same approach of using PSM for
buffering could also provide benefits if other signalling pro-



2774
IEICE TRANS. COMMUN., VOL.E94–B, NO.10 OCTOBER 2011

tocols were used (e.g. HMIP, FMIP). Although our proposed
solution is for MANEMO, it potentially could be used for
handovers between a MANET node and single-hop wireless
network. However in this scenario, there may be less op-
portunities for handover (the single-hop link will normally
provide better performance than a MANET), meaning the
benefits of our scheme may be outweighed by the additional
complexity. We have focussed only on IEEE 802.11 wire-
less LAN, providing a solution that is compatible with the
current standard. Further optimisations, such as dynami-
cally selecting the time to sleep, rather than using a fixed
Listen Interval of 1, may be possible if not restricted by
compatibility. If other layer 2 technologies are used, then
an additional protocol for informing neighbours that buffer-
ing is occurring would be needed (e.g. [28]).

Similar to [24], our analytical model makes the simpli-
fying assumptions that the hop delay and Internet delay are
fixed. Hence the results are applicable for light to moder-
ate loaded wireless networks, and stable Internet paths. Fu-
ture work will consider the dynamics of the link-layer and
network path performance. The results for the selected sce-
narios show that the packet loss for PSM approaches that
without PSM as the delay to the HA increases. However,
techniques that control the delay to HA [36], mean this is
not a significant limitation. Finally, mechanisms for learn-
ing and selecting the best path, as well as binding specific
application flows to different MANEMO paths will be con-
sidered in the future.
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