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Abstract- Resource ReserVation Protocol (RSVP) is a QoS
signalling protocol developed by IETF for fixed networks.
However, in mobile networks where mobile nodes are freely
moving, the standard RSVP is inadequate. There is substantial
number of published works aiming to support RSVP mobility.
Our contribution in this paper isto explore further the proactive
context transfer scheme [6] in the context of RSVP state
reestablishment. As shown in the paper, the proactive scheme is
well suited to RSVP state reestablishment. We also suggest the
concept of deferred reestablishment to increase the probability
of resource availability during the proactive reestablishment
process. Finally, we analyse the cost and benefits of state
reestablishment in terms of wasted resources (we express the
resources as a product of bandwidth and time and call it
bandwidth-time in the paper) to confirm the effectiveness of our
scheme.
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I.  INTRODUCTION

Guaranteed Quality of Service (QoS) in deliveryredl-
time applications has become a key factor to thezess of
the future Internet. The IETF has developed two e®do
provide QoS in the Internet: Integrated ServicasSgrv) and
Different Services (DiffServ). The InterServ modeses
explicit set-up mechanisms and signalling prototoleserve

Currently, the IETF Seamoby Group [16] is working o

Context Transfer Protocol (CTP) [9], an alternatite
rebuilding service states when MN encounters a tnerd
RSVP has been seen as a potential candidate twldéd in
the set of services within the scope of CTP. CTstdees a
simple way to transfer state or context informatfioom old
Access Router (AR) to new AR so that the serviaadd:be
re-established faster after the handover. This lead to
savings in time and bandwidth, and consequentlyrong
handover performance. However, CTP only specifies
transfer procedure between two ARs; thereforeafoend-to-
end QoS mechanism such as RSVP,
insufficient to completely re-establish the IntS€peS state.
Another problem is that reestablishment of the R8VP

path may be time consuming; consequently, the MN ma

suffer unsatisfactory QoS from the moment of haedantil
reestablishment of RSVP state. It is desirablesaee time,
that the RSVP state for the new path is set updiaace;
however this advanced or proactive reestablishmeyt lead
to a waste of network resources. To minimise thstevaf
network resources, the proactive reestablishmemtldhstart
as close as possible to the moment of handovestitillow
sufficient time to be completed before the MN resanthe

the required resources a|ong the data path Resommmunication with the new AR. The reserved ressunc

reserVation Protocol (RSVP) [13], a well known reste set-
up mechanism and signalling protocol, has been |dpgd

the previous RSVP path should also be releasedamsas the
MN connects to the new AR because, as we showditiose

and promoted to standard track of RFC. However, R®/ [V, the amount of reserved resources can be sogmifi

not suited to mobile networks as it is an end-td-signalling

In the previous work [6], we have proposed a prigact
protocol, and handovers of users between accesxsqfAR) scheme that estimates the best moment for RSVR stat

force a reestablishment of state at the new ARenoftreestablishment and carries out the context tramsfeneans

expensive in terms of time and signalling overhead.

of CTP. The proactive scheme makes use of Candidate

There have been many attempts to extend RSVP ta whecess Router Discovery (CARD) protocol to find dbe

efficiently in mobile networks. A summary of suclonks can

be found in [2] and [14]. Many researchers [1]f®jour the Scheme, we have suggested a new concept, the forced

next AR for context transfer and handover. In theaptive

idea of localising RSVP state changes i.e. RSVRestfandover that can ensure the shortest waiting fionethe

reestablishment is carried out only on the newiporof the
data path. There are two main arguments behindideia.
Firstly, Mobile Nodes (MNs) encounter local handsveore
frequently than global handovers, and local handovesult
in local changes in the data paths. Secondly, mesrks on

the QoS [11], [17] seem to agree on a hybrid QoSlehohow to allocate resources among MNSs, particulariiNsm
featuring DiffServ in the core network and IntenSevith performing handover and MNs attempting to join the
RSVP as the signalling protocol in the access netwonetwork.

newly re-established context.

There is also a problem of resource availability the
proactive reestablishment. The problem can be asgrart of
resource management in mobile environment, andbbas
extensively studied. Solutions to the problem mafatus on

In this paper, we suggest

Therefore when the MN moves from one access netimrkreestablishment, a simple way to increase the jpilbityaof

another, RSVP state reestablishment is limitedhi® riew
access network, and can be seen as local reebtablis.

resource availability during RSVP state reestabiisht.

In this paper, we will explore further the proaetischeme
for the RSVP state reestablishment process. Ouribation

t

such transfer

deferred RSVP



is to fit this process into the framework of proaetscheme. adjacent AP2. As soon &BIR from AP, SNR;, drops below
Moreover, we will focus on the analysis of the weast the so-called Cell Search Thresh@iR.sr (point 1 in Fig.
resources (measured by a product of bandwidthiameland 1), the MN enters the “cell-search” state wheizéns to find
denoted by a short expression “bandwidth-time”). the better APs. In the scanning process, for egleaynel, the

The rest of the paper is structured as followsthim next MN broadcasts Probe Request and waits for ProbpdRes
section, we provide background information on haeds in from AP. The scanning process is repeated everyriiog
802.11 WLAN, RSVP reestablishment in local mobilitynterval (Tg) until one of scanned APs provi8aiR at leasth
scenarios, and two protocols, namely Context Tensfreater than the curreBNR (point 4 in Fig. 1). Now, the MN
Protocol and CARD protocol. Then, in section Ill discuss €an switch to the channel used by the selectedaf®,start
RSVP state reestablishment in the context of theagiive the reassociation process. In summary, the condftio the
scheme. An analysis of the waste of network resmsuis inter-AP handover is as follows
shown in the section IV. _Finally, we give some dading OSNR, < NR..
remarks and comment on intended future work. (D)

R, > NR, +A
Il. HANDOVERS AND CONTEXT TRANSFER IN 802.11 WIRELESS ~ The above handover algorithm reveals the main reiffee
LAN in handover procedures between WLAN and 3G cellular

In this section, we give an overview of signal sg# networks: in a 3G network, the MN can communicate
based handover algorithm in 802.11 WLAN, RSVP stasémultaneously with two Base Stations (or Node Bs)d
reestablishment and two protocols developed bylBiEF therefore a soft handover is possible, while in VILAVIN
Seamoby WG, namely the Context Transfer Protoc@IP)C has to perform hard handover which can only hagdtar a
and Candidate Access Router Discovery (CARD) Raito Scanning cycle takes place. Our approach to hamdase
These two protocols are expected to work closelyh widescribed later in section I, will be to identifiye scanning
Mobile IP [3] to facilitate seamless handover. Troglify the ~cycle closest to the actual handover, and to tesnséntext
discussion, we assume that a handover between \Baasts information immediately after this scanning cyddinished.
(AP) results in a handover between ARs.

B. RSVP Sate Reestablishment in Local Mobility
A. Handovers between WLAN Access Points. RSVP is an end-to-end Quality of Service (QoS) aliiy

In an 802.11 WLAN, a MN leaving an AP is required tprotocol operating in a hop-by-hop manner. This msethat
find the next AP and re-associate. A fundamentaktjon is: RSVP messages are transmitted from one RSVP-enabled
when does the MN need to switch from one AP tolzer6tin router to another along the data path. Fig. 2 tiliss a
most implementations, for example in [10], qualdf the
communication link is used to make the handovelisiat,
however more advanced decisions can be made byekisg
into account the AP load, e.g. as in [4]. Fig. dws how the
typical parameter of communication quality, sigt@hoise
ratio (SNR), changes as a MN moves from AP1 to the

A

NR; NR

NResr b - - oo N — ————————

—
LS}
bl I 2
SN
\4

Y Current RSVP == == == =

— New Path Portig ~ =eeeeeeccee

Y

Fig. 1SNR change between AP1 and AP2 Fig. 2 RSVP state reestablishment in local mobility



scenario where MN sets up an RSVP state for the fiom
itself to a Corresponding Node (CN) at AR1 and @seway
Router 1 (GR1).
eventually performs handover to AR2. As both AR &fR2
belong to the same domain served by GR1, the handan
be seen as local and the MN just needs to re-éstattie
RSVP state along the new portion of the path (ARZR1).
In this scenario, the GR1 becomes a crossover ir¢Gte),
where the old path portion (AR1 — GR1) and the mmath
portion meet. In the subsection 111.D, we will diss how to
identify the CR.

C. Overview of Context Transfer Protocol and
Candidate Access Router Discovery Protocol

The Context Transfer Protocol (CTP) [9] enablesasotb
be informed when context can be transferred ddetwlover
(using a Context Transfer trigger), and providexmamisms
for performing the transfer (using CT requests @sponses).
The protocol operation is illustrated ifg. 3. The protocol
can be initialised by either MN or AR dependingtbe CT
trigger. The CT trigger is still an open issue tagepends on
specific link layer technology. As shown later ihet
subsection 111.C, our proactive scheme will use ¢badition
from equation  (3) as a CT trigger. In networkiati#d
scenarios, if the CT trigger is detected at theARR] this AR
will send the CT Data (CTD) to the new AR; othemvihie
new AR will request the old AR to transfer contd@T
Request). Upon receiving CTD, the new AR optionatigy
reply back to the old AR (CTDR — CT Data Reply).doth
cases, the MN will send the CT Activation ReqUESTAR).
In mobile-initiated scenarios, the MN will send tRTAR
upon receiving a CT trigger, usually from the litdyer.

MN New AR Old AR
CT Triage!
_____ CTD______|]
e CTAR ____
_____ QIDB----)

CT Triage
_____ CT Requet 5,
_____ CTD______|
_____ CTAR ____y["
_____ CTDR____y

b) Network contro

|
CT Tricgae

c¢) Mobile controlled, predictive new L2 up / old d®wn

Fig. 3 The IETF Context Transfer Protocol Operation

Then, the new AR can request context transfer ftioenold
AR.

The MN moves towards AR2, and There are several issues that arise when appljieCTP

to specific services. For example, the CTP doesspetify

how dynamic context data such as Header Compression

context can be transferred, as pointed out in [Mpre
seriously, the CTP is insufficient in case of seggiinvolving
network entities other than ARs. Intuitively, ressishment
of these services will require more time; hencectiea
reestablishment may not be well suited to real-time
applications. We will consider a proactive approatch
context transfer in the next section.

The Candidate Access Router Discovery (CARD) [K2] i
another draft resulting from the work of the IETEagoby
WG. The objective of CARD is to identify (discovehe IP
addresses of candidate ARs (CARs) for handover, tand
discover their capabilities. Our proactive scheni make
use of the first CARD function mentioned above \khiby
CARD recommendations, can be implemented in césgcl
or decentralised schemes. Reader should refer 2p ffx
more details of each option. The result of addreapping is
included in the CARD Reply message that is senk bat¢he
current AR.

As mentioned earlier, three protocols, Mobile IH,RCand
CARD are expected to work to together to facilitsdé@mless
handover. In our previous work [6], we have propbsee of
possible ways to combine these three protocols iato
proactive handover and context transfer schemeerisure
smooth operation of the proactive scheme, we algmest
the concept of forced handover. In the next sectiaa will
describe in detail how to fit the RSVP state reaihment
into the framework of proactive scheme.

RSVP STATE REESTABLISHMENT USING CONTEXT TRANSFER
AND FORCED HANDOVER

This section is entirely devoted to a descriptidntie
RSVP state reestablishment process. Firstly, weribesthe
concept of forced handover. Secondly, we suggest tm
estimate the trigger for RSVP state reestablishmentess.
Finally, we show one of possible ways to combineséh
concepts and protocols (CTP and CARD) to facilitdie
seamless handover, and discuss the problem of cu@rss
router and deferred reestablishment.

A. Moativation for the Forced Handover

Typically, proactive RSVP reestablishment is based
handover prediction. If handover prediction failthe
proactively reserved resource will be wasted. Thenes been
a number of works on handover prediction modelsnabile
networks, typically the handover occurs when itsdition is
satisfied. Handover prediction techniques try tegpuwhen
the handover condition will be satisfied i.e. estien the
handover moment. Here, our approach is different. till
use simple technigques to monitor the MN’ mobilitjhen



there is an indication that the handover condit®mabout to values of

be satisfiedwe force the handover to happen at a certain
moment of time. The forced handover, once triggered,
always occurs regardless of whether the handovadition is

satisfied at the moment of handover or not. Thenmai
advantage of forced handover is that the MN knoxacey
when the handover will occur, and therefore canwed

interest can be estimated from previous

measurements, or pre-set.

C. Description of the Proactive Process
Now we will describe the proactive scheme for RSVP

reestablishment. Assume that MN is moving into aeaa

prepared for such event, including reestablishnoérRSvP Where the SNR from the current AP drops belowSNBcs,
context at the new path portion. The shortcomingooted as illustrated in Fig. 4.

handovers is that in some cases, the handoverdedovhen
the handover condition is not yet satisfied; themef the
number of unnecessary handovers may increase.

B. Estimation of Trigger Moment for RSVP Sate
Reestablishment

As mentioned in Il.A, the best moment for startR§VP
state reestablishment is the time immediately ity the
second last scanning cycle before the re-assogig@tiocess
has to be triggered. The procedure to identifysieond last
scanning cycle is described as follows. When in ¢hé-
search state, after every scanning cycle, the Mixhates the
time until handover as follows

T _A—(\NR,-\R)

until _handover —

2

Rawre = Rawre @
whereRqwr; andRgyr, are rates of SNR change for signals

from the current AP and the scanned AP respectividigse

rate values are obtained and updated on the basE\B

measurements performed as part of the current esdops

scanning cycles.

If the Tyl handover IS €SS OF equal than thiy (point 3 in
Fig. 1), the current scanning cycle is likely to the second
last (now calledscanning-to-CT), and in the next scanning
cycle (now calledscanning-to-handover), the handover
condition is likely to be satisfied. In short, thNN identifies
the scanning-to-CT by

T <

until _handover = (3)

To reduce computation, the MN may start to estintlage
Tuniil_nandover When the following condition is satisfied

0 SNR < SNRyyr
R, >R +Ag;

Ty

(4)

wherelcr is less tham.

Acr (point 2 in Fig. 1) should be selected such thatd is
at least one scanning cycle before scanning-to-aard
therefore it can be defined from the following fadan

2l (5)

=TS|
RS\IRZ max RSNleax
where Reurimax @aNd Reyromax @re maximum rates of SNR
change from the current AP and the scanned AP.ratee

(0

The MN starts a scanning cycle ev8iy seconds until
the condition (4) is satisfied.

(i) The MN starts estimation of th&@ i handgover and
continues scanning cycles until at least one of the
scanned APs satisfi@Sni_nandover < Ts-

(i) The MN collects L2 addresses of scanned APs
satisfying the condition (3) (now we call them
target APs), and sends them to the current AR via a
CARD Request message.

Upon reception of the CARD Request message, th
current AR resolves address mapping as described in
the previous subsection (the CARD protocol), sslect
the best AR (now we call it the new AR) from
candidate ARs (if more than candidate ARs), and
sends the CT Data message to this target AR. Recal
that we only consider an inter-AR handover i.e. the
handover between APs results in the handover
between ARs.

Upon reception of the CT Data message, the ABw
starts to re-establish RSVP state along the new pat
portion. Then, the new AR sends the CT Data Reply t
the current AR to inform the result of state
reestablishment process, and, in its turn, theeatirr
AR notify the MN by the CARD Reply message.

A

(iv)

v)

NR; NR

SNRcsr

7]
Scanning process to be started i

IR S R

|
|
A

Estimation by (2) to be started
Scanning-to-CT
Scanning-to-handover

e —

Fig. 4 Time diagram of the proactive CT scheme



(vi) In the next scanning cycle, the MN performsctad Based on estimation of time from the scanning-to-CT
handover to the AR specified in the CARD Replfwhen the RSVP state reestablishment is to beesfartntil
message. the SNR reaches the minimum threshold (when the ddiN

(vii) When the MN gets connected to the new ARseinds NOt communicate properly with the current AP), vedine the
the CTAR to activate the transferred context at ti€ferring periodr, as follow.

CMeWAR. | 7 = NRr MRy, (4

(viii) Upon receiving the CTAR, the new AR can ifpt b
the current AR (now the old AR) about the completio
of the whole context reestablishment and handov%
process so that the old AR can take appropriaieractt

to delete RSVP state in the old path portion.

In RSVP state reestablishment process (step (i) lacal

mobility scenarios, there is a question of ideiify the . , )
crossover router, where the old path portion ang path reestablishment, the proactive process in subsectd

portion meet. The next subsection will briefly rwithe '€dUires some modificatio.ns as follows. _
existing solutions. We also suggest deferred rbbstament,  In step (iii), the MN estimates the deferring pdrig, and

R1
rwhereSNRCT is SNR at the scanning-to-CT cycB\NR., is
e minimum level of SNR where the MN can still
communicate with the current ARgr: is the current rate of
SNR change from the current AP.

When applying the DRES concept to the RSVP state

an enhancement of RSVP. includes it in the CARD Request message sent t@uient
AR.

D. Crossover Router Identification and Deferred In the step (v), the new AR considers the presendg as

Reestablishment an indication that the MN is willing to defer theservation

. N . for the period of timdp.

There are two cases of CR identification, depending
data path direction, the data path from MN to Csponding " the DRES mode, the MN forces handover to haggien
Node (CN) (flow (MN>CN)) or the data path from CN tothe scanning cycle_z right after being notified abmm:cess_ful
MN (flow (CN->MN)). For the flow (MNSCN), the new AR re_establlshment via the CARD Reply message as shown
sends Path message [13], which will travel untiedches the Fig. 5.
CR. The CR can be identified by checking existesfd@SVP
state with Previous HOP attribute [13] differerdrfr one in
the Path message. The CR can send back the Resagres
[13] on behalf of CN. The case of flow (ENVIN) is more A
complicated as one of routers needs to know thaitite CR NR,
for the current flow. Then, it can send the Patlssage on
behalf of CN. There are a few ways to identify GRsuch
cases, for example, by using localised RSVP [8hyousing
regional Foreign Agent (FA) in Regional Mobile 1B].[In
the latter, a router with regional FA functionalityll know NRegr [T T AL TTTTT
that it is the CR when receiving Registration Resue '

The idea of deferred reestablishment is directlyived
from the concept of Deferred REServation (DRES) '
suggested by S. Norden and J. Turner in [15]. Keheidea NRyin | ool T3S
of DRES is that an RSVP-capable router can defer th by 1
reservation until either the required resourceviilable or 7| | | | |J
the deferring periodTp) expires. Recall that the standard  Scanning processto be started T
RSVP uses all-or-nothing principle when making reaton
i.e. if one of RSVP-capable routers along the dadth
cannot provide the requested resource; it immegiatends Scanning-to-CT
the Tear message back to the source to tear down th
reservation at previous RSVP-capable routers. TRE®

Estimation by (2) to be start/e}"x

BT~

_______________)__

Reception of CARD Reply message if no DRES

concept is similar to the “call-in-waiting queuef ithe Scanning-to-handover if no DRES
telephone service that allows new calls to be helil one _ _
of operators (telephone lines) is available. Théemimg Reception of CARD Reply message if DRES

\ 4

periodT; is the key parameter in DRES that can be defined
from either user or network perspective. In ourposed
scheme of RSVP reestablishmeng, depends on how long

the MN can tolerate the deferral of handover moment Fig. 5 Time diagram of the proactive scheme withE3rand
without DRES

Scanning-to-handover if DRES



IV. ANALYSIS OF RESOURCE WASTE IN RSVP-BASED NETWGR

A. Wasted Bandwidth-Time s

We will measure the resource wasted (e.g. due -
unnecessary reservation) by a product of bandwattd
time, and call itbandwidth-time (the amount of bandwidth
reserved or used during a period of time). In RSW
network resource (bandwidtB) is reserved at an RSVP- o0zl
enabled router for a session for as long as theFRSdte at
the router is valid. RSVP uses the concept oft“state” to ootsf ot
manage the RSVP state i.e. the RSVP state is dreatide
beginning of the session and refreshed periodieallg result oot
of Refresh messages. The wasted bandwidth-timer®&cci
because either the MN leaves the current AR witlseating o008
the Tear message to delete the RSVP state or tlaetprely
reserved resource is held at the new AR for the MM % a0
Intuitively, the wasted bandwidth-time has direcipact on
the utilisation of network resources and probaptit RSVP i 6 probability of elapsed RSVP lifetime in diffet average
session (new and handed over) being blocked. Innthé refresh intervals R.
two subsections, we will investigate the wasteddpadth-

time at the old path portion and the new path porti within the range [0; OF] have equal probability, and this
probability decreases linearly for the values gfpsp Within
B. Wasted Bandwidth-Time at the Old Path Portion the range [0.R; 1.5R]. The graphs for R = 30,60,90 and 120

The RSVP standard [13] specifies that every Rsvpee " Fig.6 cor?flrm tk_ns expectation ) )
enabled router should send a Refresh message texhéiop - From the simulation results, we derived an apipneie
router everyr sec ( is randomly selected from the rang&@lculation for the average value of the elapsedViRS
[0.5R; 1.5R]). Upon receiving the Refresh message, the RSVetime (Tae eLarsen) as follows
state lifetime (urenme) is calculated as specified in [13] Tae mapsep = 0.548R-0.559 (8)

Tirenve = 1-5(K + O-S)R (7) From there, we can easily calculate the averagaireng

It is easy to see that the RSVP state can tolésageof up lifetime (Tae rew) Of the RSVP state by subtractifige e apsen
to (K-1) successive Refresh messages without beingedelefrom Tirenve. Fig.8 depicts the graphs @i eiapsen for the
Therefore, we are interested in the remainingififetof the coefficient K from the range [2; 5].
RSVP state Trew) after handover i.e. from the moment of Let us consider an example of default values froVR
handover until the RSVP state lifetime expires. .Figspecification i.eK=3, R=30 sec anda typical bandwidth for
illustrates the time diagram of events such asptéme of the
Refresh message, handover, and expiry of the RSate s
lifetime. 1000

We have run simulations to obtain the probabilitfy o %00f
various values of elapsed RSVP lifetinig psp). Recalling
that the Refresh message is sent evergec, randomly
selected from the range [R51.5R], we expect thalg apsen

|
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VolIP applicationB = 43.2 kbps. The wasted bandwidth-time

in this scenario will be 150 sed3.2 kbps = 6480 kb. This is 120, ; ‘ :
quite significant amount of bandwidth-time, considg A lee mesaured
bandwidth limitations over a wireless link such\&&AN. 100} o oD e
Therefore, it is important that the reserved reseat the old B aest - gl

access network is released as soon as the MN dsroeihe
new access network. In our proposed proactive sehéme
reserved resource at the old path portion is rebkasy
notification from the new AR (see step (viii) atl.@).

Another important point is that the above calcolatof the
wasted bandwidth-time is for one RSVP-capable roate
one hop. The total wasted bandwidth-time of the pddh

80Z

60

Time (sec)

portion isNpe times of the wasted bandwidth-time at one VZ\A
hop, whereNp,, is number of hops along the old path B e e i Mo o oo
port|0n. 95 1 15 2 25 3 35 4 45 5
Velocity of MN (m/s)
C. Wasted Bandwidth-Time at the New Path Portion Fig. 9 Deferring period, estimated by (6) and measin the
At the new path portion, the waste of bandwidthetim simulation.

occurs because of the nature of the proactive wvatsen Fig. 9 show estimated and measured values of teerohey
(reestablishment), and is proportional to the wgittime period with different hystereses. There are a couple of
Twar Of the reserved resource. Intuitively, the waittige is important points in the graphs we want to mentiginstly,
defined from the time the resource reservationasdenRSVP measured values are always greater than the estineates
state is re-established) until the MN connecthitortew AR.  because the estimations are calculated on the bagisear

In the scenarios where the resource at all hopsgalbe formula (6), while the actual relationship is logamic.
new path portion can be reserved immediately ugguest, However, we still prefer the linear estimation hesm of its
the waiting timeTu, is approximately equal to the scanningimplicity and more importantly, because it progide “safe
interval Tg (i.e. from scanning-to-CT and scanning-handoveap” between the estimated and actual momentsioblieak.
and we ignore signalling delay of CARD protocol, £&nd Secondly, bigger values df result in smalleiTp, since with
Mobile IP protocol). However, there is differencescenarios bigger A the MN is closer to boundary of AP’s coverage.
where the resource is not available at the momergquest, Finally, the deferring periody, is much longer when the MN
and we make use of DRES. Here, the waiting timeash is moving in walking pace (0.5 — 1 m/s), then dracadly
hop may vary, anthe maximum total waiting time for all drops when the MN is moving at the speed of slohicles
hopsis limited to the deferring perioth. (> 2mls).

We have run simulations to obtain values of thispeeter  Once again, it is noted that the above valudpis the
as follows. The simulation area is covered by 61sAMMmaximum total waiting time at the new path portidihe
distributed uniformly at a distance of 200m frontleather. actual value of the total waiting time depends be bad
Transmission power of all APs is the same, andetlage no offered to the network such as RSVP flow arrivaér&RSVP
obstructions to transmissions as the simulationa ai® flow duration, given hop resource. Let us discussher the
assumed to be an open outdoor environment. Every Aeferring period in the example in Fig. 2. It imsenable to
excluding the APs residing close to the edges, Basassume that the wireless part is the bottlenetkeohetwork,
neighbour APs. In the simulation area, the MN isving where the RSVP reestablishment process spendsahdst
according to the random waypoint model as followfter time during the deferring period to wait for theswarce
randomly selecting a destination, the MN moves towahe availability. Therefore, the wasted bandwidth-tirmecurs
selected destination with a constant velowitfghe velocityv mostly in the wire-line part of the network. Foraexple, in
is randomly selected from a range of (0.5 m/s /§)mAfter the new path portion (AR2 — GR1), the RSVP reestatiient
reaching the destination, the MN stops for the tlomaof process is likely to spend more time to wait fosogrce
pause time and then selects another destinatiosaetl, and released in the wireless interface, and during tiésting
moves again. The MN is always associated with anakfél period, the reserved resource in the wire-line fragrface
keeps monitoringSNR with this associated AP. As soon abetween AR2 and GR1 will be wasted. This is an ir#pd
this SNR drops bellows the thresh@NR:.s, the MN starts point, as the wireless bandwidth is more “experisiand we
to follow the procedure described in section Ill.8uch normally prefer to sacrifice the wire-line bandwidtather
scenario of the MN was repeated in a very largebmmof than wireless bandwidth.

times to ensure that collected data are consistent. The above analysis of wasted bandwidth-time in dhe
path portion and the new path portion leads tofdéflewing



preliminary conclusion. The wasted bandwidth-timejuite [5]
significant, and can affect greatly resource atisn.
Consequently, the waste can increase probabilityadtking
new and handed over sessions. Our proposed schame[6]
taken this into account by notifying the old AR aaltbwing
it to explicitly send the Tear message [13] in orterelease
the resource in the old path portion. On the otieand, the
proposed scheme increases the probability of tlkeuree
availability as well as minimises the waiting tinoé the
reservation at the new path portion. As the wabewlwidth-
time more likely occurs in the wire-line part, itould not
probably affect significantly the probability of ssgon
blocking.

[7]

V. CONCLUSION & FUTURE WORK

We have shown that the process of RSVP state
reestablishment can fit well into the frameworkpobactive (8]
scheme for context reestablishment. Besides theedor
handover of the proactive scheme, which can enhatethe [9]
proactive reestablishment is not wasted and théingaiime
is shortest, we also proposed and described a naeept of
deferred reestablishment to improve the probabilify
availability of the requested resource.

There are a number of ways the current researchbean
developed further. Firstly, we intend to verify theoactive [11]
scheme for other simulation scenarios, i.e. charsed by
different AP distributions, mobility models and silated
environment (open, semi-open, office). Secondly, weaild
like to evaluate the impact of unnecessary handonesulting [12]
from using forced handovers on the performance haf t
proposed scheme. Finally, we would like to obtaioren
results on deferred reestablishment, to evaluateripact on
the reestablishment blocking and resource utibisati

(10]

(13]
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